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 Chapter 3

   Social Psychological Methods Outside the 
Laboratory

  H ARRY  T. R EIS AND  S AMUEL  D. G OSLING   

 When Kurt Lewin ushered in the modern era of experimen-
tal social psychology, he did so with the strong belief that 
the scientific psychology of the time seemed to be trying 
 “ increasingly to stay away from a too close relation to life ”  
(1951, p. 169). Lewin primarily intended to keep experi-
mental social psychology close to life by urging researchers 
to maintain an active interest in applications of theory to 
social problems, but he also felt that, beyond research with 
experimentally created laboratory groups, the field   

 shall have also to develop research techniques that will per-
mit us to do real experiments within existing “ natural ”  social 
groups. In my opinion, the practical and theoretical impor-
tance of these types of experiments is of the first magnitude. 
(1951, pp. 164 – 165)

 By this Lewin meant that social psychological research 
needed to keep its theoretical feet firmly grounded in real -
 world contexts, problems, and social relations. 

 In the more than half - century of research and theoriz-
ing that followed, social psychology ’ s remarkable progress 
has derived in large measure from laboratory research. For 
example, Sears (1986) reported that 78% of the social -
 psychological research published in 1985 in the field ’ s top 
journals was conducted in the laboratory. Rozin (2001) 
similarly concluded that nearly all of the articles published 
in the first two sections of volume 66 (1994) of the Journal
of Personality and Social Psychology  ( JPSP ) were situ-
ated in the laboratory or used questionnaires. No doubt this 
emphasis reflects the many benefits of laboratory (typi-
cally, although not exclusively experimental) research, 
including experimental control over variables, contexts and 
procedures, which allows researchers to control extraneous 

influences and differentiate causal mechanisms from one 
another (Smith, 2000), and easy access to undergraduate 
samples. These advantages were a great part of the reason 
why social psychology, which had been more non - experi-
mental than experimental in its early days, evolved into 
a predominantly experimental science during the 1930s 
and 1940s (House, 1977; Jones, 1985), a considerable and 
enduring legacy. 

 But these advantages may also have a cost, in terms of 
increasing distance from Lewin ’ s  “ close relation to life. ”  
Laboratory settings by definition remove research par-
ticipants from their natural contexts and place them in an 
artificial environment in which nearly all aspects of the 
setting, including physical features, goals, other persons 
involved, and even the possibility of getting up and doing 
something else, are determined by an external entity (i.e., 
the experimenter). Natural habitats, in contrast, are marked 
by far greater diversity and clutter of the physical and 
social environment, the necessity of choosing for oneself 
what task to pursue and how to engage it, and the option 
of changing settings and tasks. Ironically, social - psy-
chological research has provided ample testimony of the 
importance of context for understanding behavior. 

 The good news is that social psychology can have it 
both ways. As is discussed below, researchers have come 
to realize that validity is not an  “ either - or ”  proposition 
but rather the result of complementary methods targeting 
the same theories, processes, and concepts. Just as social 
psychologists have used stagecraft to import some of the 
richness of natural settings into the laboratory, recent meth-
odological advances have made possible with non - labora-
tory methods some of the same precision and control that 
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health symptoms, health - related behavior, social interac-
tion, and activity in everyday life. Ambulatory assessment 
procedures have also been used in social psychological 
research to collect random samples of the acoustic envi-
ronment (Pennebaker, Mehl,  &  Niederhoffer, 2003); to 
obtain detailed reports of physiological states, particularly 
heart rate variability and other cardiovascular measures 
(Hawkley, Burleson, Berntson,  &  Cacioppo, 2003), as they 
relate to what the person is doing or experiencing; to char-
acterize sleep (Ajilore, Stickgold, Rittenhouse,  &  Hobson, 
1995); and to quantify person - to - person proximity for 
social network analyses (Pentland, 2007).  
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the real - world depended on random sampling of both 
participants and contexts. Nonetheless, the  biological 
and physical sciences commonly use unrepresenta-
tive conditions to test theory (e.g., the behavior of 
electrons in a vacuum may illuminate a proposed 
mechanism), and they may have similar value for social - 
psychological theory (Petty  &  Cacioppo, 1996). For 
example, examining the effects of mere exposure with 
variably mixed combinations of familiar and unfamiliar 
stimuli may not resemble circumstances that naturally 
occur, but they allow researchers to compare explana-
tions based on fluency and repetitiveness (Dech ê ne, 
Stahl, Hansen,  &  W ä nke, under review). Nonetheless, 
understanding when and how processes apply to  natural 
social behavior necessarily provides a foundation for 
theory development, just as descriptive  taxonomies of 
species provide a foundation for biological research 
(Kelley, 1992). Furthermore, identification of the 
circumstances under which a phenomenon occurs 
in the real world may suggest important clues about 
covariates, mechanisms, and limiting conditions (e.g., 
as has been shown in repeated efforts to apply the 
contact hypothesis to actual intergroup conflicts 
[Pettigrew  &  Tropp, 2006]). Representativeness is 
also important for translations and application of basic 
research.

     3.    Relevance,  or can the findings be used to modify 
behavior in the real world? Of course not all research 
(laboratory or non - laboratory) is intended to test 
 intervention - related hypotheses, but to the extent that the-
ories can be used to modify behavior, their  theoretical 
basis is strengthened. This principle underlies Lewin ’ s 
(1951) belief in the value of  “ action research ”  for 
 theory development, as well as the more general claim 
that psychological theories are useful if they can be 
used to predict and control behavior. Because non -
 laboratory applications do not isolate the effects of a 
given manipulation from the simultaneous effects of 
other processes in the natural environment, they help 
identify the relative strength of a given manipulation 
in context, as well as its sensitivity to interference by 
moderating variables. (It is easy to imagine circum-
stances in which a manipulation might produce effects 
of considerable effect size under the tightly controlled 
conditions of the laboratory, yet be ineffectual in the 
real world.) Haslam and McGarty (2004) suggest an 
inverse relationship between relevance and sensitiv-
ity: The more relevant a given issue to participants, 
the less sensitive (i.e., modifiable) their behavior may 
be. For example, in most cases it would be easier to 
modify lawn care behavior than sexual behavior, even 
though the same general theory may apply.    

 A somewhat different way of conceptualizing the rela-
tive advantage of non - laboratory research concerns the 
issue of closeness to real - world concerns (closely related 
to, but not the same as, the distinction between mundane
realism,  or, the extent to which the events of an experiment 
resemble real - world events, and  experimental realism,  or, 
the extent to which experimental events are involving; see 
Wilson et al., this Handbook ). Weick (1985) posed a series 
of intriguing questions about which situations get  “ closer ”  
to the human condition: A study of how one tells a newly 
acquainted stranger in the laboratory that she is about to 
receive a mildly painful electric shock or a study of how a 
coroner announces death to next of kin. Or, anticipation of 
putting one ’ s hand in a bucket of ice water in a controlled 
laboratory room or learning how to work on high steel in 
a 21 - story building. Distance, Weick argued, may encour-
age ambiguity and detachment from the motives, wishes, 
fears, and concerns that drive behavior in the real world. 
To be sure, laboratory studies can be intensely involving, 
but often they are not (Baumeister, Vohs,  &  Funder, 2007), 
especially in light of the restrictions that Research Ethics 
Boards increasingly demand, which make it difficult for 
researchers to engage participants in a way that activates 
strong personal involvement. If the setting is chosen 
properly, such involvement is readily accessible in non -
 laboratory studies — for example, the same undergraduate 
student who is only mildly concerned about having per-
formed poorly on a laboratory task of mental arithmetic 
may be substantially more engaged in the outcome of her 
calculus midterm examination. Similarly, recent speed -
 dating research has yielded results that differ from more 
traditional laboratory studies of initial romantic interac-
tions (Finkel  &  Eastwick, 2008). Non - laboratory studies, 
in other words, may bring research questions  “ closer ”  
to involving, personally meaningful motives, defenses, 
affects, and thought processes. 

 Just how effectively non - laboratory studies accomplish 
these goals depends, of course, on how the research is 
designed and conducted. Non - laboratory studies need to be 
systematic, coherent, and controlled for the impact of errors 
and artifacts; a flawed field study contributes no more than 
a poorly designed laboratory experiment. No individual 
study can simultaneously minimize all threats to internal 
 validity by experimental control, nor all possible limits on 
 generalizability by going outside the laboratory. Validity, in 
the broadest sense, depends on matching protocols, designs, 
and  methods to questions, so that, across a program of 
research, all  reasonable alternative explanations are ruled 
out and boundary conditions are established. Thus, as with 
laboratory  research, the ultimate rationale for conducting 
non - laboratory research is to advance the depth, accuracy, 
and usefulness of social - psychological knowledge. 
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  FIELD EXPERIMENTS 

 As mentioned earlier, experiments, quasi - experiments, 
and non - experimental (correlational) designs can be 
enacted in field settings. The principles that distinguish 
these designs from one another are the same, regardless 
of whether the research is conducted in the field or in the 
 laboratory;  consequently, readers are referred to the chap-
ter by Wilson et al. (this  Handbook ) for discussion of the 
basic principles of experimentation. It bears noting that a 
great deal of field research is non - experimental in nature —
 for example,  simple observational studies in which the 
behavior of persons in natural habitats is observed. We do 
not discuss those methods here; for simplicity, we use the 
term  “ field experiments ”  to refer to field experiments and 
field quasi - experiments, although we intend no conceptual 
 confusion between the terms. 

 Researchers conduct field experiments for several rea-
sons. The desire to maximize external validity is cardinal 
among them, as discussed earlier. Another reason is the 
desire to observe phenomena in their natural contexts, 
without controlling for other influences, so that processes 
can be studied within the full circumstances in which they 
are most likely to occur (Reis, 1983). This principle refers 
to whether the conditions in research are representative 
of the typical conditions in which that effect commonly 
occurs.1   A third advantage of field experiments is that most 
often, participants are not aware of being in a psychology 
experiment, thereby minimizing demand characteristics
(cues that suggest to research participants the behaviors 
that researchers expect of them), suspicion, and other 
reactive effects that may occur in the laboratory context. 
A final reason is that some researchers simply find field 
settings  “ more interesting ”  (Salovey  &  Williams - Piehota, 
2004), although, we hasten to add, for other researchers the 
same sentiment may apply to laboratory research. 

 Consider a study conducted by Bushman (1988). In this 
study, a female confederate approached pedestrians and 
instructed them to give change to an accomplice stand-
ing next to an expired parking meter. To investigate the 
effects of perceived authority on compliance, the confeder-
ate wore one of three outfits: a uniform, business clothes 
(to imply status but not authority), or sloppy clothes that 
made her appear to be a panhandler. The uniform condition 
induced greater compliance than the other two conditions, 
which did not differ significantly from each other. This set-
ting is a natural one for this kind of request and for both 

the independent (attire) and dependent (giving a coin to the 
accomplice) variables. It is unlikely that participants sus-
pected that they were in an experiment or that their response 
to the attire was under scrutiny. Had the same experiment 
been conducted in the laboratory, participants might well 
have been more attentive to these possibilities. (Of course, 
in the laboratory, it would be easier to manipulate per-
ceived authority in a way that kept confederates unaware 
of conditions, so that their behavior could not have varied 
systematically across conditions.) Additionally, participants
cannot walk away muttering  “ sorry ”  in the laboratory, as 
they can in real life. 

 The inability to gain control over extraneous circum-
stances that might have influenced the findings is the chief 
disadvantage of field experiments. In Bushman ’ s simple 
experiment, these seem unlikely. But consider a field 
experiment conducted by Josephson (1987), in which 
second -  and third - grade boys were frustrated before or 
after watching violent or nonviolent television programs 
in school, then observed playing floor hockey with other 
children. Because of random assignment to conditions, 
we can be confident that the conditions were responsible 
for observed differences in aggressiveness but various 
uncontrolled factors may also have been influential: How 
closely did the boys attend to the programs? Did the adults 
present respond to the boys in ways that facilitated or 
inhibited aggression? Were there cues in the school that 
influenced their responses? Did interaction among the 
children alter their responses? Questions of this sort are 
central to  identifying the mechanism responsible for an 
effect, and it is likely that these factors could have been 
controlled better in a laboratory experiment. 

 Researchers more commonly conduct quasi - experiments 
in field than in laboratory settings, and because partici-
pants in quasi - experiments are not randomly assigned to 
conditions, threats to internal validity tend to be greater. 
For example, had the boys in Josephson ’ s study not been 
randomly assigned to conditions, but instead had one 
classroom been assigned to watch violent programs and 
another classroom to watch nonviolent programs, other 
factors (e.g., pre - existing differences between the class-
rooms, other classroom events during the study interval) 
might plausibly have caused the observed differences. For 
this reason, quasi - experiments involve pre - manipulation 
and post - manipulation assessments, and typically include 
as many other design elements as possible to address these 
threats to internal validity (Cook  &  Campbell, 1979; West, 
Biesanz  &  Pitts, 2000). 

 Field experiments often alter the typical balance between 
mundane and experimental realism. As originally defined 
by Aronson and Carlsmith (1968), mundane realism is high 
when a research protocol resembles events likely to occur 

1 Although this is sometimes referred to as ecological validity, 
Hammond (1998) points out that this term represents a misleading 
application of what Brunswik, who originated the term, meant.
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in normal activity. Experimental realism, in contrast, is high 
when participants find research involving and engrossing so 
that they are interested, attentive, and motivated to take their 
task seriously. Laboratory research generally puts higher 
priority on experimental than mundane realism, for reasons 
explained by Wilson et al. (thisHandbook ). Field research almost 
by definition maximizes mundane realism, because partici-
pants are encountered in their normal activity, although per-
haps ironically, experimental realism may not be high. For 
example, persuasive messages or a request for help delivered 
casually and ineffectually by a stranger in a coffee shop may 
be dismissed in a cursory manner, with little or no thought or 
concern. Or, distracted passers - by may not even notice events 
staged to take place on a busy street corner, in which many 
stimuli compete for attention. Researchers should not assume 
experimental realism in field settings; establishing it requires 
as much (and perhaps more) care as it does in the laboratory. 
Of course, some studies are designed to examine processes 
that operate with minimal engagement (e.g., automaticity), 
and in this circumstance low experimental realism may be 
appropriate. 

 Sometimes, significant real - world events lead research-
ers into the field, either because that event creates a natu-
ral manipulation for what has been studied in the lab (e.g., 
Zucker, Manosevitz, and Lanyon ’ s 1968 study of affiliation 
and birth order during the November 1965 New York City 
blackout) or because the event is so inherently compelling 
that a research response is called for (e.g., responses to 9/11; 
Silver, 2004). Such studies most commonly survey responses 
to the events, but quasi - experiments and experiments are also 
feasible. For example, one group of researchers conducted lin-
guistic analyses of data collected by an online journaling ser-
vice for two months before and after the 9/11 attacks (Cohn, 
Mehl,  &  Pennebaker, 2004). In another example, researchers 
used archived letters to the editors of local newspapers to 
study coping responses over time to the Mount St. Helen ’ s 
volcano eruptions (Pennebaker  &  Newtson, 1983). Pre - data 
for  natural events may also be available fortuitously; in one 
instance the researchers had been conducting a short - term lon-
gitudinal study of falling in love when the 1989 Loma Prieta 
earthquakes hit the San Francisco Bay Area (Aron, Paris,  &  
Aron, 1995). Events such as these often allow researchers to 
tell a gripping story, but because it is usually impossible to 
control key independent variables or to collect pre - event data 
retrospectively, threats to internal validity may be substantial. 

 Below we briefly discuss several issues for researchers 
planning non - laboratory studies to consider. 

  Sampling and Random Assignment 

 Field research is often conducted to obtain samples that 
are more representative than undergraduate samples. This 

need not be the case, however. Studies conducted in or near 
specialized settings (e.g., football stadia, bridal shows, sin-
gles ’  bars, farmers ’  markets, or on Wall Street or Telegraph 
Avenue in Berkeley) may also be unrepresentative, in the 
sense of providing a non - random sample of persons. Aside 
from the possibility that an effect operates differently 
in one nonrandom sample than in another, nonrandom 
samples may possess restricted range on key variables, 
which can attenuate results and obscure potential modera-
tors (Cohen, Cohen, West,  &  Aiken, 2003). Moreover, in 
quasi - experimental and correlational field studies, the fac-
tors that lead participants to one or another condition of a 
study may introduce the possibility of substantial alterna-
tive explanations. For example, a study of participants at a 
Democratic or Republican presidential rally would need to 
contend with the fact that there are likely many differences 
between these groups beyond the candidate supported. 

 It also can be difficult to randomly assign participants 
to conditions in field settings. Participants might be more 
unwilling to take part in an effortful, costly, or unpleas-
ant condition of an experiment than in a less effortful, less 
costly, or more pleasant condition, a potential threat to non -
 equivalence of groups and hence internal validity (West 
et al., 2000). This can be particularly vexing for interven-
tion studies, in which demanding interventions (e.g., for 
smoking cessation) may foster greater attrition in treatment 
groups than in wait - list control groups. Or sometimes, the 
lesser degree of control that inheres in field settings may 
allow participants to undermine random assignment. For 
example, teachers might be randomly assigned to run some 
classrooms in a very cold and controlling manner but  others 
in a warmer, more supportive way. Nonetheless, when in 
the classroom and faced with instructional demands and 
other distractions, teachers may behave as they see fit, 
ignoring, misinterpreting, or contradicting the  conditions 
to which they were assigned.  2   Of course, researchers 
can and do take steps to monitor and content with these 
potential problems; our point is that in field experiments, 
participants may make choices that interfere with well -
 designed experimental plans. 

 Finally, field experiments may suffer from uninten-
tional experimenter bias in the selection of participants 
and their assignment to conditions. In laboratory studies, 
experimenters typically do not choose participants, and 
they assign participants to conditions either before arrival 
or without possible bias (e.g., by a computer program). 
In field studies, however, experimenters sometimes chose 

2 Of course, this may also be a factor in laboratory experiments, 
but because the experimenter has greater control over what tran-
spires, it is less likely.
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  A Special Ethical Consideration in Field 
Experiments

 Informed consent is a core principle of modern ethical regula-
tions concerning the use of human participants in research. 
Even if participants in a laboratory study are not fully informed 
as a study commences, by their presence they have given con-
sent, almost always explicitly, to participating in a study. This 
consent is based on an implicit and often explicit  “ contract ”  
that expresses the participant ’ s willingness to be observed under 
experimentally created conditions, in return for the experiment-
er ’ s promise to protect his or her welfare and privacy. No such 
contract exists in field research. As described earlier, a prime 
rationale for field research is to examine natural behavior 
when people are unaware of being scrutinized. In many cases, 
asking potential participants in a field experiment to provide 
informed consent prior to a study would likely (and perhaps 
dramatically) reduce external validity. 

 Some commentators have argued for this reason that field 
experiments should be proscribed, but most Research Ethics 
committees allow some latitude. Regulations and their inter-
pretation vary from one institution to another, although 
some generalizations are possible. Consent can typically 
be bypassed in studies that are solely observational and that 
involve anonymous, public behavior (e.g., pedestrian walk-
ing patterns). When interventions are involved and consent 
would interfere with external validity, researchers must take 
more than the usual amount of caution to ensure that partici-
pants will not be harmed, distressed, annoyed, or embarrassed. 
Practically, this means that field studies are typically limited to 
be less invasive than laboratory studies. (We suspect that few 
contemporary ethics committees would permit an experiment 
such as Piliavin et al. ’ s 1969 subway study, described earlier, 
because obtaining informed consent prior to the manipula-
tion would render that study uninteresting.) Researchers can 
and should ask participants for consent and fully debrief them 
afterwards in most field experiments. Although post - hoc con-
sent shows some degree of respect for participants ’  privacy, it 
does not avert problems brought on by distress, embarrassment, 
or unwanted invasions of privacy. After - the - fact consenting may 
even alert participants that the situation just encountered was an 
experiment rather than a natural occurrence, potentially increas-
ing negativity. Researchers and ethics committees therefore pay 
special attention to consent issues in field experiments.

Aronson et al. (1998) provide lengthier discussion of 
these issues.   

  INTERNET RESEARCH 

 In the late 1990s psychologists and other social scientists 
began using the Internet for research. At first the Internet 

was simply a new medium for delivering conventional 
methods, most often surveys, to new populations in a cost -
 effective manner. For example, in 1996 one early study 
used an online form to collect pet owners ’  ratings of their 
pets ’  personalities (Gosling  &  Bonnenburg, 1998). Around 
the same time, Ulf - Dietrich Reips and John Krantz sepa-
rately began using the Internet to deliver experiments to 
research participants (Musch  &  Reips, 2000). By today ’ s 
standards these early studies were rather rudimentary, and 
the samples were biased towards educated, technically 
savvy users. However, the studies hinted at the potential 
offered by the Internet. They showed, for example, that 
Internet studies could rapidly access large numbers of 
participants, many of whom were beyond the convenient 
reach of conventional methods, and they could do so at a 
fraction of the cost and without the laborious error - prone 
data entry associated with traditional methods. So if social 
psychologists were concerned about the critique of rely-
ing too heavily on convenience samples of college students 
(e.g., Sears, 1986), the Internet offered a ready solution. 

 It was not long before large - scale projects began to 
capitalize on the opportunities afforded by Web research, 
using Internet technology to improve the efficiency and 
accuracy with which traditional forms of data could be 
collected. In addition to reductions in data - entry errors, 
the Web allowed researchers to collect data around the 
world without the delays of land - based mail. Moreover, 
the validity of protocols could be checked instantly, the 
data stored automatically, and feedback delivered instan-
taneously to participants. This last benefit quickly proved 
to be particularly important because feedback served as a 
major incentive for participation (Reips, 2000). By pro-
viding personalized automated feedback, investigators 
were able to collect data from hundreds of thousands of 
participants, samples previously unheard of in psychologi-
cal research. For example, since 1998 the Project Implicit 
website has collected several million tests of implicit atti-
tudes, feelings, and cognitions from all over the world 
( http://projectimplicit.net/generalinfo.php ). 

 The role of the Internet in psychological research has 
continued to expand as quickly as the growth of the Internet 
itself. An idea of the breadth of topics already covered by 
Internet research is conveyed by sampling the chapters of a 
volume summarizing recent trends in Internet psychology 
(Joinson, McKenna, Postmes,  &  Reips, 2007): In addition 
to well - studied areas of investigation, such as social iden-
tity theory, computer - mediated communication, and virtual 
communities, the volume also includes chapters on topics as 
diverse as deception and misrepresentation, online attitude 
change and persuasion, Internet addiction, online relation-
ships, privacy and trust, health and leisure use of the Internet, 
and the psychology of interactive websites. 
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 In recent years, the Internet has lived up to its promise of 
allowing researchers to access populations and phenomena 
that would be difficult to study using conventional meth-
ods. For example, to obtain access to white supremacists ’  
attitudes about advocating violence toward Blacks, one 
group of researchers visited online chat rooms associated 
with supremacist groups (Glaser, Dixit,  &  Green, 2002). 
The researchers posed as neophytes, allowing them to 
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representation (e.g., choosing avatars or game characters 
of a different sex, race, body type, and species). 

 In addition to being a domain in which to construct new 
studies to collect data, the Internet already contains rich 
pre - existing deposits of psychologically relevant data that 
vigilant researchers can harvest. For example, one study 
replicated findings derived from self - reported music pref-
erences (which might be subject to self - reporting biases) 
with analyses of music libraries, which were accessible via 
a music - swapping website (Rentfrow  &  Gosling, 2003). 

 The millions of pages of text that are created online 
everyday provide another enormous source of pre - 
existing data. These pages offer opportunistic investigators 
an abundance of research possibilities. For example, as 
noted earlier, one project examining social psychological 
reactions to traumas analyzed the diaries of over a thousand 
U.S. users of an online journaling service spanning a period 
of four months, starting two months prior to the September 
11th attacks (Cohn et al., 2004). Linguistic  analyses of 
the journal entries revealed pronounced  psychological 
changes in response to the attacks. In the short term, par-
ticipants expressed more negative emotions, were more 
cognitively and socially engaged, and wrote with greater 
psychological distance. After two weeks, their moods and 
social referencing returned to baseline, and their use of 
cognitive - analytic words dropped below baseline. Over 
the next six weeks, social referencing decreased, and 
psychological distancing remained elevated relative to 
baseline. The effects were stronger for individuals highly 
preoccupied with September 11 th  but even participants 
who hardly wrote about the events showed comparable 
language changes. As noted by the authors this study 
bypassed many of the methodological obstacles of trauma 
research and provided a fine - grained analysis of the time-
line of human coping with upheaval. 

 Another creative project used a German online auction 
site to examine ethnic discrimination (Shohat  &  Musch, 
2003). The apparent ethnicity of sellers was manipulated 
by varying their last names. Analyses indicated that sellers 
with Turkish names took longer to receive winning bids 
than did those with German names. Given that so many 
interactions are now conducted online, and that many of 
them leave a trace, savvy researchers should be ready to 
pounce on opportunities as they arise. 

 An increasing number of studies focus on Internet 
 behaviors as worthwhile social psychological  phenomena 
in their own right, not simply because they are more 
 convenient than studies done in the physical world. Some 
of these behaviors are extensions of offline behaviors 
but others are unique to the online world. With mobile 
Web access, Internet behaviors are becoming ever more 
 integrated into the milieu of modern - day social  interactions 

and the distinction between online and offline life is
becoming increasingly blurred; where, for example, is the 
line between speaking face - to - face, talking on the phone, 
and chatting via text or IM? With so much of contempo-
rary social life played out online even those interactions 
that do not extend to offline contexts should be of interest 
to social psychologists because the laws of human behav-
ior are likely to apply regardless of whether interactions 
are conducted on or offline. 

 By some estimates almost 600 million people world-
wide have profiles on online social networking sites, such 
as MySpace and Facebook ( http://www.comscore.com/
press/release.asp?press=2396 ), making them an intrigu-
ing domain of inquiry. Which psychological needs are met 
by these sites? Which social psychological processes are 
operative? One early study of Facebook behavior exam-
ined how cues left by social partners on one ’ s online net-
working profile can affect observers ’  impressions of the 
profile owner (Walther, van der Heide, Kim, Westerman, 
 &  Tong, 2008). The investigators examined the effects on 
profile owners of the attractiveness of people leaving  “ wall 
postings ”  (public notes left by friends on a person ’ s profile 
page). Results suggested that the attractiveness of profile 
owners ’  friends affected ratings of their own attractive-
ness in an assimilative pattern, such that people with wall 
posts left by attractive friends were themselves viewed as 
more attractive than people with posts left by less attrac-
tive friends. 

 A large range of applications, such as online social net-
works, online role - playing games, and meeting software 
allow people to create online virtual representations of 
themselves (e.g., as game characters or avatars in virtual 
worlds). The advent of these representations creates whole 
new worlds for social psychological inquiry. For  example, 
how are impressions formed and how are identities
created in immersive virtual worlds such as those found in 
games like EverQuest, World of Warcraft, and in the vir-
tual social network Second Life (Yee, Bailenson, Urbanek, 
Chang,  &  Merget, 2007)? And what are the connections 
between real people and their virtual representations? As 
more interactions and relationships become entirely vir-
tual, it is important for researchers to examine the causes 
and consequences of the new social phenomena emerging 
in this domain. 

 The popularity of social networking sites and online 
multi - player videogames will almost certainly be super-
seded by new yet - to - be - invented online behaviors. Our 
point applies regardless: The online world is a legitimate 
venue in which to examine a plethora of social psychologi-
cal behavior. Examples of online phenomena of potential 
interest to social psychologists include online message 
boards and chat rooms, Internet messaging (IM), virtual 
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worlds (e.g., Second Life), online support groups (e.g., 
for rare conditions), online multi - player video games 
(e.g., World of Warcraft), online social networks (e.g., 
Facebook), Internet dating (e.g., eHarmony), online auc-
tion sites (e.g., eBay), blogs, and an ever - growing list of 
others.

  Overcoming Skepticism 

 Initial papers based on Internet research were greeted 
with a healthy dose of skepticism. Quite reasonably, jour-
nal editors and reviewers had a number of concerns about 
method artifacts and sampling issues. The major fears 
about Internet data can be summarized in terms of six 
concerns: (1) that Internet samples are not demographi-
cally diverse; (2) that Internet samples are maladjusted, 
socially isolated, or depressed; (3) that Internet data do not 
generalize across presentation formats; (4) that Internet 
participants are unmotivated; (5) that Internet data are 
compromised by the anonymity of the participants; and (6) 
that Internet - based findings differ from those obtained with 
other methods. These concerns were addressed in a study 
comparing a large Internet sample with a year ’ s worth of 
conventional samples published in JPSP  (Gosling et al., 
2004). Analyses suggested that, compared to conventional 
samples, Internet samples are more diverse with respect 
to gender, socioeconomic status, geographic region, and 
age. Moreover, Internet findings generalize across presen-
tation formats, are not adversely affected by non - serious 
or repeat responders, and are generally consistent with 
findings from traditional methods. Similar conclusions 
have been reached by other reviews addressing the valid-
ity of Internet research (e.g., Krantz  &  Dalal, 2000). As a 
result of these reviews and as Internet research has become 
more widespread, much of the skepticism has evaporated. 
Nonetheless, it is important to keep in mind the advan-
tages and disadvantages associated with Internet - based 
methods.

  Advantages and Disadvantages of Internet - Based 
Methods

 As described earlier, Internet methods afford many advantages 
to social science researchers. The most important of these 
include the improved efficiency and accuracy with which 
traditional forms of data (e.g., surveys, informant reports, 
reaction - time experiments) can be collected, the possibility of 
instantly checking the validity of protocols and providing par-
ticipants with immediate feedback, the ability to reach large 
and diverse samples from around the world, and the oppor-
tunity to integrate various media (e.g., sounds, photographs, 
videos) into studies (Gosling  &  Johnson, in press). 

 The central problems of Internet studies stem 
from the physical disconnect between researcher and 
 participant, resulting in a potential lack of control over the 
 assessment or experimental setting. Researchers are not 
physically present when Internet studies are conducted 
so they cannot easily assess participants ’  alertness and 
 attentiveness. However, several methods have been 
developed to detect the degree to which participants are 
attending to the experimental materials and  following 
instructions properly (Johnson, 2005; Oppenheimer, 
Meyvis,  &  Davidenko, 2008). For example, the Instructional 
Manipulation Check (IMC) measures whether participants 
are reading the instructions. The IMC works by embedding 
a question within the experimental materials that is similar 
to the other questions in length and response format but 
that asks participants to ignore the standard response for-
mat and instead provide confirmation that they have read 
the instruction (Oppenheimer et al., 2008). 

 Another potential problem with Internet studies is that 
researchers cannot easily answer questions from partici-
pants about the procedure. Because they are not directly 
observing research participants, researchers cannot be 
aware of possible distractions, such as eating, drinking, 
television, music, conversations with friends, and the 
perusal of other websites. Internet users, especially young 
Internet users, are notorious for multitasking while logged 
on, which could adversely affect the quality of Internet -
 based data. In the case of ability testing, with all of the 
information on the Internet at their disposal, it is difficult to 
keep participants from cheating. The extent to which these 
distractions and other available sources of information 
affect the findings of Internet studies is not known; how-
ever, research on Internet data versus real - life samples has 
allayed many concerns about data quality by showing that 
the Internet samples are generally not inferior to conven-
tional samples from a psychometric standpoint (Gosling 
et al., 2004; Luce et al., 2007). Evidence is accumulating 
for their validity (Birnbaum, 2004; Krantz  &  Dalal, 2000). 

 As noted earlier, one advantage of Internet research is its 
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 Diary protocols are designed to  “ capture life as it is 
lived ”  (Bolger, Davis  &  Rafaeli, 2003, p. 580) — that is, to 
provide data about experience within its natural, spontane-
ous context (Reis, 1994). By documenting the  “ particulars 
of life, ”  researchers have a powerful tool for investigating 
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2007, p. 6). Under this heading one might examine reports 
of affect and cognition, such as mood, focus of attention, 
self - evaluations, feelings of social connection, thoughts, 
worries, or wishes. Both kinds of information can be 
obtained with open - ended responses or with checklists and 
rating scales, although the latter is much more common in 
published research. 

 A more methodological rationale concerns the  “ dra-
matic reduction ”  (Bolger et al., 2003, p. 580) in the effects 
of retrospection, the result of minimizing the time between 
an event and its description. Traditional survey meth-
ods  suffer from various well - researched biases, such as 
recency (more recent events are more likely to influence cur-
rent judgments), salience (moments of peak intensity and 
distinctive or personally relevant events tend to be more 
influential), recall (the greater the time between an event and its 
recollection, the greater the potential distortion), state of mind 
(current states may influence recall of prior states), and aggre-
gation (people find it difficult to summarize multiple events; 
see Reis  &  Gable, 2000; Hufford, 2007; Schwarz, Groves,  &  
Schuman, 1998; Stone et al., 2000, for reviews). Diary meth-
ods are intended to reduce these biases as well as errors attributable 
to difficulty and to heuristic processing. This is a particularly 
central rationale for diary methods that require instantaneous 
reporting of what is going on at the moment that a signal is 
received (e.g., EMA, ESM). These biases are more likely to 
affect diary methods that cover longer periods (e.g., daily diaries 
or methods that ask for reports of events since the prior report), 
although the extent of such effects, which depends on the time 
gap, the questions being asked, and the nature of the events, is 
likely to be less than with traditional surveys. 

 Diary methods also have certain advantages over observa-
tional methods that sample a narrower range of behavior, such 
as laboratory observations of dyadic interaction. Although 
laboratory observations provide a videotaped record that, with 
considerable time and effort, can be coded from an independent 
and semi - objective perspective, the structured context of being 
observed by experts in a restrictive setting may elicit behavior 
that is unrepresentative of more natural, unstructured settings 
(Reis, 1994). (For example, participants in a laboratory obser-
vation typically cannot get up and turn on the TV, as they can 
during real - life conflicts.) Furthermore, observational studies 
rarely provide information about behavior in more than one or 
two contexts, whereas diary studies can be informative about 
multiple and diverse contexts, a key consideration for studies 
seeking to identify contextual determinants of behavior. 

  Types of Questions For Which Diary Methods Are 
Well Suited 

 Perhaps understandably, given their history, diary meth-
ods have had appeal for descriptive research. For example, 

diary methods have documented how people spend their 
time (Robinson  &  Godbey, 1997), with whom they social-
ize (Reis  &  Wheeler, 1991), what they eat (Glanz, Murphy, 
Moylan, Evensen,  &  Curb, 2006), and how often they feel 
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experiences for the purpose of arriving at a single summary 
score — the substantial increase in data quality provides 
more than adequate justification for the effort. The oppor-
tunity for  “ data mining ”  — sorting through large amounts 
of data to ask more refined, more detailed, or alternative 
questions — is an additional tangible benefit. 

 Modeling the time course allows researchers to explore 
temporal and/or cyclical patterns in phenomena. Well -
 known among these patterns are diurnal (Clark, Watson,  &  
Leeka, 1989) and weekly (Reis, Sheldon, Gable, 
Roscoe,  &  Ryan, 2000; Stone, Hedges, Neale,  &  Satin, 
1985) cycles of affect, such that positive affect tends to be 
higher, and negative affect lower, in the early evenings and 
on weekends, respectively. Diary designs are also amena-
ble to identifying more complex trends (e.g., repeated  “ up 
and down ”  cycles, such as might be shown in a sine wave 
[Walls  &  Schafer, 2006]), longer intervals (e.g., seasons 
or years), dynamic models, or so - called  “ broken stick ”  or 
step - function models, in which the pattern of an outcome 
variable is discontinuous before and after a particular point 
(e.g., following a major life event, such as September 11 th , 
unemployment, or divorce). Analyses of this sort have 
been rare in social psychology. 

 The most widespread use of diary designs in social 
psychology falls into Bolger et al. ’ s (2003) third category, 
examining within - person processes. Such studies inves-
tigate  “ the antecedents, correlates, and consequences of 
daily experiences ”  (Bolger et al., 2003, p. 586) as well 
as, potentially, the processes underlying their operation. 
For example, studies have shown that high work stress is 
likely to lead to family conflict (Repetti, 1989) and that 
invisible support tends to yield better adjustment to 
stressors than visible support does (Bolger, Zuckerman, 
 &  Kessler, 2000). Many researchers construe this use 
of diary methods as the non - experimental equivalent of 
experimentation, inasmuch as the association between 
specified independent and dependent variables can be 
assessed. However, there is an obvious and important 
difference: Experiments involving random assignment 
of participants to conditions permit causal inference, 
whereas diary studies do not (although data analyses 
can rule out some alternative explanations, as described 
below). Conversely, a major advantage of diary meth-
ods is their ability to examine Person �   Environment 
(P �  E) interactions, or whether situational effects 
vary systematically for different kinds of persons. For 
example, low self - esteem persons respond to perceived 
relationship threats by distancing from their partners 
whereas high self - esteem persons respond to the same 
kind of threats by moving closer (Murray et al., 2003). 
By allowing researchers to track individual differences in 
response to variability in the natural environment, diary 

methods are ideal for studying P �  E effects of the sort 
first theorized by Lewin and since then endorsed, at 
least in the abstract, by nearly all social and personality 
psychologists (Fleeson, 2004; Funder, 2006). 

 Diary designs also have the important advantage of 
unconfounding between - person and within - person ques-
tions. Consider the hypothesis that perceived discrimination is 
associated with lower effort in achievement settings. This 
might be studied by characterizing a person ’ s experiences 
with discrimination (e.g., with a questionnaire) and relating 
those scores to measures of achievement - related effort. An 
alternative study might sample moments in a person ’ s life, 
assessing ongoing covariation between perceived discrimi-
nation and achievement - related effort. Although seemingly 
similar, these two hypothetical studies address indepen-
dent questions. The former study asks a personological 
question: Do persons who tend to perceive discrimination 
also exert differential effort in  achievement - related set-
tings? The latter study asks an experiential question: When 
discrimination occurs, do people respond with differential 
effort? Numerous theorists (e.g., Epstein, 1983; Gable  &  
Reis, 1999) have noted that these questions, and hence the 
nature of the processes that would explain their answers, 
differ fundamentally. In a more general way, Campbell 
and Molenaar (in press) argue that much of psychological 
 science erroneously assumes that intra - individual variation 
in response to time or context follows the same rules and 
mechanisms as inter - individual variation. They discuss 
what they see as a major reorientation in the field toward 
 “ person - specific paradigms, ”  capable of distinguishing 
these different levels of explanation. Diary methods are a 
powerful tool for any such reorientation.  

  Design and Methodological Issues in Diary 
Research 

 Like any research paradigm, diary methods require that 
researchers make choices guided by conceptual and practi-
cal concerns. Diary methods are flexible and can be tailored 
to the needs of an investigation. At the same time, planning 
and conducting research requires addressing inherent prac-
tical issues and limitations. Below we review some of the 
more important (and in some cases contentious) issues that 
have arisen in current practice. More detailed information is 
available in Christensen, Barrett, Bliss - Moreau, Lebo, and 
Kaschub (2003), Conner, Barrett, Tugade, and Tennen (2007), 
Reis and Gable (2000), or Christensen ’ s website,  http://
psychiatry.uchc.edu/faculty/files/conner/ESM.htm . Hektner 
et al. (2007) describe practical issues in the ESM in more 
detail, and Piasecki, Hufford, Solhan, and Trull (2007) 
describe the application of diary methods in  clinical 
 assessment. For a proposed list of methodological 
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persons or reports exceeding some compliance criterion 
may introduce nonrandomness, a potentially important 
problem.) Furthermore, even near - immediate reports are 
not free of memory - related distortion (Takarangi, Garry, 
 &  Loftus, 2006). For these reasons, researchers should 
take steps to minimize the motivation and opportunity 
for noncompliance rather than emphasizing monitoring. 
When objective verification is desired, PDAs or Internet 
sites routinely record time of response. Compliance can 
be monitored with paper diaries, such as with a portable 
secure (unalterable) time - stamping device or, for daily dia-
ries, by requiring that data be handed in or mailed each 
day. Postmarks might also be used as an admittedly imper-
fect variant of the bogus pipeline  (a technique for reducing
response bias whereby research participants are led to 
believe that researchers have access to their true feelings 
or attitudes) for encouraging and monitoring compliance 
(Tennen et al., 2006).  

  Reactivity 

 Researchers sometimes worry that the process of 
 diary record - keeping may alter participants ’  experiences 
and reports. Hypothetically, any of several effects are 
 feasible. Self - monitoring might enhance awareness of 
personal behavior — for example, eating or work habits — 
motivating participants to pursue change. Self - awareness 
may reduce the intensity of affective states (Silvia, 2002) 
and introspection about traumatic events may facilitate 
healthy cognitive reorganization (Pennebaker, 1997). 
Habituation or response decay over time might lead to 
 stereotyped, non - thoughtful responding. Knowledge about a 
 phenomenon — for example, which circumstances seem to be 
associated with memory loss — might develop as participants
reflect on their personal experiences with it. Anticipation of 
a diary report might even cause participants to modify their 
behavior. For example, asking people about their intent to 
engage in certain behaviors increased the  frequency of those 
behaviors in three nondiary studies (Levav  &  Fitzsimons, 
2006). Similarly, participants might avoid undesirable or 
illegal activities, or circumstances that will be effortful to 
describe, lest they have to inform researchers about those 
activities.

 Although little research has investigated these possi-
bilities, what research there is suggests minimal problems. 
Some studies report little effect of repeated responding 
(e.g., Hufford, Shields, Shiffman, Paty,  &  Balabanis, 2002), 
whereas other studies have found small effects as a func-
tion of the number of required reports (Mahoney, Moura  &  
Wade, 1973) or the obtrusiveness of the recording process 
(Kirby, Fowler  &  Wade, 1991). The process of recording 
healthy habits had no discernible effects on enactment 
of those habits (Conti, 2000), nor did keeping diaries of 

marital conflicts for 15 days alter spouses ’  behavior on 
a videotaped conflict - resolution task (Merrilees, Goeke -
 Morey,  &  Cummings, 2008). Similarly, momentary reports 
of mood collected several times a day did not enhance later 
recollection of those moods (Thomas  &  Diener, 1990). 
And, although a sample of treated alcoholics claimed 
becoming more aware of their drinking patterns after taking
part in a signal - contingent protocol, few actual differences 
were observed (Litt, Cooney,  &  Morse, 1998). 

 These reassuring findings notwithstanding, the poten-
tial for reactivity problems suggests the need for  caution 
in designing protocols, minimizing factors that may 
adversely affect participants ’  willingness to be thoughtful 
and  specific (e.g., asking too many similar questions; insensi-
tivity to interference with normal activities; running studies 
for unnecessarily lengthy periods). Analyses should also 
routinely examine data for signs of response stereotypy 
or carelessness, or for changes in the nature and pattern 
of responses from early and late records (e.g., comparing 
week - 1 and week - 2 means and variances in a two - week 
diary study; see Green et al., 2006, for examples). Finally, 
we concur with others (e.g., Bolger et al., 2003; Gable  &  
Reis, 2000; Rafaeli, 2009) who have called for further 
research into reactivity effects. Such research would have 
methodological benefits, and would shed light on the role 
of self - monitoring and awareness in everyday experience.  

  Data Analytic Considerations 

 Diary data represent an analytic challenge for two reasons. 
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accurate estimation of population values, especially when 
the number of records varies from one person to the next 
and when random effects are considered more appropriate 
than the usual fixed effects. Excellent discussions of these 
analytic methods are available elsewhere (e.g., Bolger 
et al., 2003; Nezlek, 2003; Schwartz  &  Stone, 1998; Walls 
 &  Schafer, 2006; West  &  Hepworth, 1991), so we do not 
discuss them here. 

 Given the possibility of carryover from one report to 
the next, researchers often analyze a given criterion vari-
able by controlling for the prior report ’ s value of that vari-
able — for example, by examining today ’ s affect controlling 
for yesterday ’ s affect. This is commonly done in either of 
two ways, as shown in Figure  3.2 , and their implications 
differ significantly, although the choice is rarely explicit. 
The first method, prospective prediction, involves analyz-
ing the  outcome variable on a given day t  as a function of 
the predictor and outcome on the prior day, t – 1.  The sec-
ond method, contemporaneous change, looks at covariation 
between outcome and predictor on a given day t  controlling 
for the outcome on the prior day  t – 1.  The major rationale for 
prospective prediction concerns inferences about causal prior-
ity. By predicting outcomes from both prior - day variables, 
reverse causality — that the outcome is causally responsible 
for the predictor — is rendered implausible. In other words, 
and similar to the logic of prospective prediction in longi-
tudinal studies, because the partialled predictor at time t – 1
shares no common variance with the outcome yet tempo-
rally precedes the outcome at time t,  it plausibly exerts a 
causal effect on the outcome. For example, this method 
has been used to establish that daily events are more likely 
to be causally responsible for daily affect than the reverse 
(Gable, Reis,  &  Elliot, 2000). On the other hand, because 
in the contemporaneous change model outcome and predic-
tor are assessed simultaneously, causal priority cannot be 
ascertained. However, controlling for the prior t – 1  outcome 
variable removes carryover effects so that whatever asso-
ciations are obtained result from that moment or  interval, 
rather than prior moments or intervals. 

 Although prospective prediction has clear advantages, 
there is a potential downside: The effects of the predictor 

variable must be durable enough to persist from reports at 
t – 1  to reports at  t.  This seems more likely in designs where 
assessments are separated by relatively small  intervals (e. g., 
ESM, EMA). In the common daily diary designs, prospec-
tive prediction requires that effects endure from one day 
to the next, a relatively tenuous assumption for many 
 phenomena, given that a full day ’ s worth of  activity, as 
well as the restorative effects of sleep, intervene. It follows 
furthermore that in the absence of intervening events, the 
contemporaneous change model provides a more accurate 
estimate of the association between outcome and predictor. 
For this reason, contemporary change models are prefer-
able in certain instances, their greater inferential ambiguity 
notwithstanding. The choice of analytic models, therefore, 
should be based on the researcher ’ s goals. 

 Although social psychologists have been quick to adopt 
diary methods for examining processes within persons, 
they have been slow to use these methods for investigat-
ing more complex temporal patterns. For example, one 
might use spectral analysis to examine the periodicity 
(frequency and amplitude of repetitive cycles) of various 
phenomena, such as mood, over the day (Larsen, 1987) 
or week (e.g., the day - of - the - week effect; Reis et al., 
2000), or in response to major life events (e.g., bereave-
ment). Investigating the natural life cycle of phenomena 
such as conflict, instances of ostracism or discrimination, 
affective forecasts, or persuasive appeals, and accounting 
for variability in these cycles as a function of situational 
factors and individual differences is a fertile opportunity for 
expanding social psychological knowledge. Another type 
of analysis exploits the repeated sampling of diary designs 
by using temporal models to specify processes that con-
tribute to continuity and discontinuity in social behavior 
over time. In this regard, Fraley and Roberts (2005) pro-
pose different statistical models that contribute to longitudi-
nal  stability — that is, to a high test - retest correlation — in 
 personality characteristics over the life course. These mod-
els can also be used to better understand stability in social -
 psychological phenomena over shorter intervals.  

  Diary Research with Couples and Families 

 Diary methods, especially daily diaries, have become par-
ticularly popular among researchers who study couples and 
families. All of the advantages of diary methods discussed 
earlier apply to couples and families; additionally, diary 
methods allow researchers to study interactive processes 
(e.g., family conflict, intimacy) as they unfold in interde-
pendent social units and also to identify contextual and 
dispositional factors that moderate their impact (e.g., work 
stress, self - esteem). For example, one partner ’ s feelings of 
vulnerability may engender behavior that contributes to 
the other partner ’ s dissatisfaction with the relationship, a 

Prospective Prediction Contemporaneous Change

Yt

Xt�1

Yt�1 Yt

Xt

Yt�1

 Figure 3.2 Two Kinds of Temporal Comparisons in Diary 
Designs.
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process that is exacerbated when the vulnerable partner is 
high in rejection sensitivity or low in self - esteem (Downey, 
Freitas, Michaelis,  &  Khouri, 1998; Murray et al., 2003). 

 Conducting diary research with couples and families 
generally necessitates that partners do not discuss their 
responses and that they keep their reports confidential from 
each other. Confidentiality is important because partners 
might well be reluctant to report certain behaviors (e.g., 
violence, infidelity, sources of dissatisfaction) if there was 
even a slim chance that their partners might see their reports. 
Privacy can be difficult to ensure with standard delivery 
systems, so that dedicated systems are preferred (e.g., cell 
phones or PDAs that do not store responses locally or that 
are password - protected). The former is particularly impor-
tant when comparisons of partners ’  perspectives are of 
interest, as in the example of studies that examine the rela-
tive impact on daily affect and relationship well - being of 
shared and differing perspectives about everyday couple 
interaction (Gable, Reis,  &  Downey, 2003). At the same 
time, couple and family researchers coordinate reporting 
schedules so that all parties provide reports at the same 
time or following the same events. Otherwise, one would 
not know if divergence reflected differing perspectives on 
the same interaction or whether different interactions were 
being described. 

 Couple and family data require special methods of 
 analysis to manage interdependence (Kenny, Kashy, 
 &  Cook, 2006), and multilevel analyses of diary data 
are no exception. The couple/family adds an additional 
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 fundamental question: Researchers need to imagine how a 
new method can enhance the informativeness of their work. 
In some instances, technological advances offer relatively 
small potential for theoretical advances, whereas in other 
instances, these advances may have potential to dramati-
cally improve the quality and relevance of findings. In still 
other instances, a new device may open an entirely new 
area to social - psychological research. 

 Below we describe four examples — two established, two 
novel — with particular relevance to social psychology. 

  Ambulatory Cardiovascular Monitoring 

 Ambulatory blood pressure monitoring for medical pur-
poses is now commonplace, as research showed that 
blood pressure recordings taken in the individual ’ s  normal 
 environment were better indicators of cardiovascular risk 
than office - based assessments (e.g., White, Schulman, 
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  Activity Monitoring 

Accelerometers  are small devices used for detecting 
acceleration and changes in gravity - related forces (recent 
wireless versions are called wockets). They are prob-
ably most familiar to social psychologists in iPhones 
and iPods, but researchers can also use them for sensing 
movement and activity patterns. Some researchers use 
accelerometers to provide objective accounts of sedentari-
ness. For example, TV - watching was inversely related to 
general activity levels in one study (Hager, 2006), and in 
another, autonomous motivation for exercise predicted the 
frequency of moderate - intensity exercise (Standage, 
Sebire,  &  Loney, 2008). Accelerometers are also popular 
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of the homes, with 54% of them exceeding the supposed 
maximum of eight cans (Rathje  &  Hughes, 1975). In addi-
tion to fresh sorts of garbage bags left outside houses, the 
garbage project researchers also examined other sources, 
such as  “ core samples ”  drilled out from deep inside 
landfills.

 At a very broad level, all trace measures rely on the pro-
cesses of either erosion or accretion (Webb et al., 1981). 
A classic and widely cited example of erosion came from 
staff at the Chicago Museum of Science and Industry, who 
noticed that the floor tiles in front of the hatching chicks 
exhibit had to be replaced more frequently than those in 
front of other exhibits, providing an index of the relative 
popularity of different exhibits. Staying in the museum 
context, Webb et al. suggest that accretion measures too 
could be used to track the popularity of exhibits with glass 
fronts by counting the numbers of nose - prints on the glass, 
even making estimates of the ages of the viewers from the 
heights of the prints. 

 Building on this tradition, the personal environments 
that individuals craft around themselves, such as offices and 
bedrooms, could be rich with information about the occu-
pants (Gosling et al., 2002). It seems likely, for example, 
that the pictures a person selects to hang on her walls, the 
books she chooses to read, and the way she arranges 
the items that fill the space around her all reflect aspects 
of her attitudes, behaviors, values, and self - views. Three 
 different mechanisms can be delineated by which people 
can have an impact on the environments around them and, 
in turn, how physical environments can serve as reposito-
ries of individual expression (Gosling et al., 2002; Gosling, 
Gaddis,  &  Vazire, 2008). Broadly, people alter their spaces 
for three reasons: They want to affect how they think and 
feel, they want to broadcast information about themselves, 
and they inadvertently affect their spaces in the course of 
their everyday behaviors.   

Thought and Feeling Regulators.  Personal environments 
are the contexts for a wide range of activities, ranging 
from relaxing and reminiscing to working and playing. 
The effectiveness with which these activities can be ac-
complished may be affected by the physical and ambient 
qualities of the space. It can be hard to relax with a lot of 
noise around and it is difficult to concentrate when sur-
rounded by distractions. Specific memories, thoughts, 
and emotions can be evoked by mementos and photos 
of people, pets, and places. As a result, many items 
within an environment owe their presence to their abil-
ity to affect the feelings and thoughts of the occupant. 
Elements used to regulate emotions and thoughts could 
include the music on an iPod (e.g., upbeat music to get 
a person pumped up for a night on the town),  keepsakes 

•

on the windowsill (e.g., a twig from a tree once planted 
with an uncle who has since passed away), and pho-
tos of family on the refrigerator (e.g., images of an 
absent grandparent to evoke feelings of belonging and
security).
Identity Claims.  One of the ways in which people make 
spaces their own is by adorning them with  “ identity 
claims ”  — deliberate symbolic statements about how 
they would like to be regarded (Baumeister, 1982; 
Swann, 1987; Swann, Rentfrow,  &  Guinn, 2003). 
Posters, awards, photos, trinkets, and other memen-
tos are often displayed in the service of making such 
statements. Such signals can be split into two broad 
categories: Self - directed identity claims are symbolic 
statements made by occupants for their own benefit, 

Other - directed identity claims are symbolic statements 
dg ity clwoul1dgn ta poster of Malcolm X) about attitudes 
and values made dg others about how one would like to 
be regarded. 

 Identity claims consist of things individuals do 
deliberately to their spaces, even if the occupants do 
not direct conscious attention to the psychological goals 
underlying their actions; thus, even if tapgn ta humorous 
article from the satirical ntiipaper, The Onion,  to one ’ s 
offi
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 The elements in people ’ s spaces are psychologically 
interesting phenomena in their own right but they can also 
be used to measure occupants ’  behaviors, attitudes, values, 
goals, and self - views. For example, cohabiting couples 
may use jointly acquired objects to signal things to oth-
ers about their couple identity (e.g., prominently displayed 
honeymoon photos) or to remind themselves of special 
moments together (e.g., pebble from a beach where they 
had their first kiss); as a result, these objects may reflect 
the couples ’  relationship closeness, commitment, and 
dyadic adjustment (Arriaga, Goodfriend,  &  Lohmann, 
2004; Lohmann, Arriaga,  &  Goodfriend, 2003). To date, only
a few measures of physical spaces have been developed 
(Gosling, Craik, Martin,  &  Pryor, 2005a, 2005b). As a 
result, environmental evidence of social psychological 
behaviors has remained largely untapped despite interest in 
the topic in the 1960s and 1970s. 

 Nonetheless, the potential value of trace measures 
to social psychologists is great, especially given that the 
environmental manifestations of attitudes, values, and self -
 views extend well beyond physical environments. Many 
kinds of environments other than physical spaces (and the 
possessions that fill them) could furnish information about 
people. Just as people craft their physical spaces, they 
also select and mould their auditory and social environ-
ments (Mehl, Gosling,  &  Pennebaker, 2006; Rentfrow  &  
Gosling, 2003, 2006). Just as people physically dwell 
in houses and offices, they dwell virtually in online 
environments like virtual worlds, personal websites, and 
social - networking portals (e.g.,  Facebook.com ; Back, 
Schmukle,  &  Egloff, 2008; Vazire  &  Gosling, 2004). Just 
as people leave traces of their actions, intentions, and 
values in their permanent spaces, they also leave traces 
in other immediate surroundings such as their cars (e.g., 
dings in the door, unpaid scrunched - up parking tickets in 
the foot well, bumper stickers) or clothing (e.g., muddy 
running shoes, mismatched socks, a t - shirt or button with 
a rock band or political icon on it; Alpers  &  Gerdes, 2006; 
Vazire, Naumann, Rentfrow,  &  Gosling, 2008). 

 Thus, many environments may be used to obtain infor-
mation about people. Gosling et al. ’ s (2002) model was 
developed in the context of two studies of physical envi-
ronments but it can easily be applied more widely. For 
example, the mechanisms linking individuals to their 
environments can be applied to physical appearance —
 hairstyle and clothing can reflect identity claims, clothing 
and accessories can provide evidence of past or anticipated 
behaviors, or even levels of sexual motivation (Haselton, 
Mortezaie, Pillsworth, Bleske - Rechek,  &  Frederick, 
2007). In the domain of personality, narcissism can be 
expressed in terms of the kinds of clothes that people wear 
(e.g.,  expensive, stylish), their condition (e.g., organized 
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that rap fans place low importance on values like a world 
of beauty, inner harmony, intellect, and wisdom has lit-
tle accuracy (Rentfrow  &  Gosling, 2007). Such findings 
would inform researchers who use music - preference infor-
mation (e.g., from iPods, CD collections) as indicators of 
values held by participants. 

 Findings that converge across methods are particularly 
valuable because they both underscore the robustness of 
the findings and cross - validate the methods. One study 
found converging evidence for the psychological underpin-
nings of political orientation by gathering data based on 
self - views, behavioral codings of social interactions, and 
records of behavioral residue (Carney, Jost, Gosling,  &  
Potter, 2008). In particular, liberals ’  tendencies to be open -
 minded, creative, and interested in novelty seeking was 
reflected in high self - ratings on openness, in their tendency 
to smile and to be expressive and engaged in social inter-
actions, and for their bedrooms to contain a wide variety 
of books (including books on travel and feminism), music 
(including world and classical genres), art supplies, and 
cultural memorabilia. Conservatives ’  need for order 
and conventionality was reflected in high self - ratings on 
conscientiousness and low ratings on openness, in their 
tendency to be detached and disengaged in social inter-
actions, and for their bedrooms to contain organizational 
items (e.g., event calendars), conventional d é cor (e.g., 
sports paraphernalia, American flags), and be generally 
neat, clean, and organized. 

 One major advantage of studying behavioral residue 
rather than behavior itself is that it overcomes some of the 
significant practical challenges associated with observ-
ing behavior in natural settings (Barker, 1968; Barker  &  
Wright, 1951; Craik, 2000; Gosling, John, Craik,  &  Robins, 
1998; Hektner et al., 2007; Mehl et al., 2006). Moreover, 
whereas self - reports of behavior may underestimate actual 
behavioral occurrences, the existence of behavioral residue 
(e.g., a beer can in the trash) is usually a good sign that the 
behavior actually occurred. A final major benefit of resi-
due is the advantage of aggregation. A single behavior is 
less reliable than a behavioral trend and physical spaces 
reflect behavioral trends (Epstein, 1983). For example, 
whereas even a generally organized person may occasion-
ally fail to return a CD to its case and file it in the right slot, 
it is unlikely that such a person would have a chaotic CD 
collection, because a disorganized collection of CDs is the 
result of repeatedly engaging in similar actions.  

  CONCLUSION 

 In this chapter we have tried to describe the rationale for 
conducting social - psychological research outside of the 

 laboratory, emphasizing what it offers for the field while at 
the same time acknowledging its limitations. Whatever one ’ s 
preferences for working inside or outside of the laboratory, 
we hope it is apparent that we see non - laboratory studies as 
neither more nor less desirable than laboratory work. Just 
as an artist or a craftsperson uses different tools to carry 
out different parts of a creative work, laboratory and non - 
laboratory settings can provide social psychologists with dif-
ferent, and if used appropriately, complementary tools for our 
creative work. Both are intended to give researchers useful 
instruments for testing important theories and hypotheses 
about social behavior. And more important than the par-
ticular methods outlined here, we hope this chapter will 
serve to stimulate researchers to remain vigilant for new 
opportunities to examine social psychological phenomena 
in their natural habitats. 

 Most commentators agree in principle that the most 
valid theories and findings are those that have been tested 
with multiple methods in diverse settings, as noted in the 
introduction to this chapter. Nevertheless, current social 
psychological practice (as, we hasten to note, in many 
other disciplines) often falls short of this lofty standard. 
Instead, researchers tend to stick with an established para-
digm, more often conducted in the laboratory with college 
students than anywhere else. Extending a laboratory para-
digm to non - laboratory settings may sometimes require 
greater effort and time than conducting an additional labo-
ratory replication but researchers who step outside the 
laboratory are often rewarded with increased validity and 
generalizability of their findings. 

 Kurt Lewin ’ s call for action - oriented, real - world - 
relevant research, now well - aged more than a half -  century, 
still inspires many social psychologists. Were Lewin still 
alive, we think he would be even more enthusiastic today 
about the prospects for conducting rigorous, theoreti-
cally informative and practically useful research outside 
of the laboratory. As we have tried to illustrate, the tools 
available for such research are far more sophisticated 
today than they were in Lewin ’ s era. The Internet affords 
unparalleled access to large and diverse samples and data-
bases. Advances in computerization, miniaturization, and 
cellular technology have spawned devices capable of pro-
viding extensively detailed accounts of behavior, from 
internal biological events to subjective states and affects 
to descriptions of the person ’ s environment. Statistical 
methods to take advantage of these data and yield finer 
insights are becoming ever more sophisticated. In other 
words, advancing technology has made the non - laboratory 
environment an increasingly viable and fertile site for the 
generation of social - psychological knowledge. There is 
little doubt that these technological advances will continue 
and likely accelerate. As they do they will enhance our 
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