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Abstract

The processing difficulty of sentences with reduced relative clauses
(RRs) is strongly determined by the inherent lexical semantic
class of the verbs used as passive participles in RRs: namely, the
unaccusative vs. unergative class (see Stevenson and Merlo,
1997). Our main claim is that among the linguistic variables
responsible for the relevant differences a crucial role is played by
semantic variables, rather than just category-level syntactic
complexity and/or complexity associated with word-internal
lexical structure of verbs (see Hale and Keyser, 1993). First, we
observe a considerable overlap in the distributions of

crucial unaccusative-unergative distinction in terms of thematic

Proto-Role properties (Dowty, 1988, 1991). Third, the linguistic

analysis is consistent with recent constraint-based grammars,






(2) a. The witch melted in the Wizard of Oz was played by a famous actress.
b. The genes mutated in the experiment were used in a vaccine.
c. The oil poured across the road made driving treacherous.
d. The picture rotated 90 degrees was easy to print.

Stevenson and Merlo propose that the unergative/unaccusative difference can be
explained using Hale and Keyser’s (1993) syntax-in-the-lexicon model, couched
within Government and Binding Theory, in which important aspects of lexical-
conceptual structure are mirrored by syntactic structures within the lexicon.
Unergative verbs are syntactically characterized (among other things) by having
an external argument, but no direct internal argument, while unaccusative verbs
have no external argument, and a direct (non-clausal, non-PP) internal argument.
Due to such lexical properties, transitive and passive structures, including those
in reduced relative clauses, which are derived from inherently unergative verbs are
significantly more complex than those derived from unaccusative verbs “in terms
of number of nodes and number of binding relations, and in having the embedded
complement structure” (Stevenson and Merlo, 1997:364). When these linguistic
assumptions are implemented in Stevenson’s (1994a,b) competitive attachment
parser, a kind of symbolic/connectionist hybrid, it turns out that the parser
cannot activate the structure needed for a grammatical analysis of reduced
relatives headed by passive participles with unergative verbs, “because of its
limited ability to project empty nodes and to bind them in the structure”
(Stevenson and Merlo, 1997:397). Hence, the parser is viewed as confirming the
earlier judgment data, namely that there are “sharp distinctions between
unergative RR clauses and RR clauses with other verbs” (p. 396).

In contrast to previous structural theories which attribute the difficulty of
reduced relatives solely to category-level syntactic complexity differences,
Stevenson and Merlo propose that lexical constraints play a central role in
determining the processing difficulty of reduced relative clauses. However, in
contrast to constraint-based models, they argue that differences among classes of
lexical items are due to differences in structural complexity associated with their
lexical structures. They argue that reduced relatives with participles based on
unergative verbs are uniformly difficult to process, regardless of factors such as
frequency and plausibility, that is, “structural complexity alone can cause failure
to interpret a sentence, even when all other factors would help its correct
interpretation” (Stevenson and Merlo, 1997:392).

If correct, Stevenson and Merlo’s claims would have a number of important
implications for theories of sentence processing. First, they would provide the
clearest evidence to date for structural complexity effects in sentence processing,






processing difficulty of whole sentences with reduced relative clauses, as is
predicted by our linguistic analysis.

2 Gradient Effects

We observed that sentences with reduced relatives based on unergative verbs,
including manner of motion of verbs, manifest a considerable degree of
variability in acceptability, and, in fact, perfectly acceptable sentences of this
type are easy to find. Examples are given in (3). At the same time, some
reduced relatives with unaccusative verbs are relatively hard, such as those in (4).

(3) a. The victims rushed to the emergency room died shortly after arrival.
b. The pig rolled in the mud was very happy.
c. The Great Dane walked in the park was wearing a choke collar.
d. The prisoners paraded past the mob were later executed.4

(4) a. The theatre darkened for the movie frightened some preschoolers.
b. The Klingon disintegrated during the battle had launched a rocket.
c. The solution crystallized in the oven burned a hole into the petri dish.
d. The plaster hardened in the oven cracked with loud popping sounds.

In a questionnaire study we had twenty-four University of Rochester
undergraduates recruited in introductory courses use a five point scale (1 = very
easy, 5 = very difficult) to rate the difficulty of a mix of sentences that included
reduced relative clauses with inherently unaccusative and unergative verbs, as
well as transitive and passive main clause sentences using the same verbs. The
full set of materials used in the rating studies are available by request from either
of the first two authors. Table 1 presents the mean ratings. There was a
significant effect of construction from






Figure 1 about here

Figure 1 presents a schematic representation of the model. In the model,
three constructions competed, beginning with the first verb in a sentence with a
reduced relative clause: NP V(-ed) PP V. The constructions were: active
transitive, active intransitive, and passive in a reduced relative. The full passive
was ruled out at the -ed verb form because of the absence of a preceding copula,
and thus was not included.

The constraints used were those identified by MacDonald and colleagues (e.qg,
MacDonald et al. (1994)) and by Tanenhaus and his colleagues (e.g., Tanenhaus
and Trueswell, 1995). The following four constraints came into play at the -ed
verb form: (1) The frequency with which a verb was used transitively or
intransitively; (2) the frequency with which it was used in tensed vs. tenseless
constructions; (3) the frequency with which the -ed verb form was used in the
passive and active voice, and (4) the plausibility with which the first NP could
function as subject of an active transitive, subject of an intransitive, and subject
of a passive (“thematic fit”). An additional frequency constraint came into play
at the PP, and another at the main verb.

In the integration-competition model, each constraint provides probabilistic
support for the syntactic alternatives. The normalized bias on the constraint is
multiplied by the weight assigned to the constraint. The weights of all the
constraints applying at a given input are normalized so that they sum to 1.0.
The model works in three steps. First the biases are multiplied by the weights
to determine the evidence (activation) each provides in support of the competing
interpretation (integration) nodes. Activations are summed at each integration
node. Second, feedback to the constraints is provided by multiplying the
probability of each integration node by its weight and adding that value to its
previous bias. Third, the biases for each constraint are then renormalized. The
model continues cycling until a designated criterion; the criterion is lowered after
each cycle. (For details, see McRae et al., 1998; Spivey and Tanenhaus, 1998.)
When the criterion is reached, the model moves onto the next region of the text,
in this case the PP. The new constraint provided at the PP, namely, strong
evidence for either an intransitive or a passive, was assigned a weight of 1.0,
following the procedure used in McRae et al. (1998). All of the weights were
then renormalized, resulting in a weight of .5 for the PP and .125 for tense,
voice, thematic fit and transitivity. The same procedure for normalizing weights
was followed when the model moved on to the main verb.



Because we did not have an independently motivated way of setting the
weights on the four constraints at the -ed verb form, we assigned each an equal
weight of .25. Biases for transitivity, tense, and voice were determined from
corpus analyses using the ACL/DCI corpus, comprising the Brown corpus and
64 million words of the Wall Street Journal that were kindly provided to us by
Paola Merlo and Suzanne Stevenson. The biases for thematic fit were



correctly predicted some gradient effects. For example, the



judged. This idea will be discussed in detail in section 4.2, but let us illustrate it
here with a few examples. In (5a) the subject of complained, the patients, is a
volitional agent in the denoted event, and we see that the whole sentence is less
acceptable than (5b) with died as the main verb, whose subject



argument, when they are used transitively. This does not hold for unergative
verbs, because they already have one external subject argument. By this test,
yellow in (10a) and solidify in (10b) are unergative, while harden in (10c) and
yellow in (10d) are unaccusative. (Examples in (9) and (10) are taken from
Stevenson and Merlo, 1997:365.)

9 #The candy caramelised in an hour burned.
#The wax solidified into abstract shapes melted.
#The paper yellowed in the sun shrank.

oo

(10) #The chain-smoker yellowed the papers.
#The sculptor solidified the wax.
The sculptor hardened the wax.

The sun yellowed the paper.

cooe

The problem with this test is that unergative verbs, including agentive manner
of motion verbs, when used transitively require their subject argument to be an
Agent: cp. *The explosion jumped the horse vs. The jockey jumped the horse.
(This observation was made by Cruse, 1972; Jackendoff, 1972; Levin and
Rappapport Hovav, 1995; see also Stevenson and Merlo, 1997:357 and footnote
4 below.) This inconsistency clearly indicates that a test based onu-



factors are necessary in addition to semantic ones in order to account for the
garden-path phenomenon. If we focus on the differential semantics of the verbs
in the material discussed here, we can begin to account for the overlapping
distribution of sentences with reduced relatives as well as the great deal of
variability with respect to how good or bad they are judged to be, leaving open
the question of what role, if any, a word-internal syntactic differences are left to
play. We now turn to characterizing those semantic constraints more precisely.

4.1 Thematic P



(12)  Argument Selection Principle (Dowty 1991:576)
In predicates with grammatical subject and object, the argument for which the

predicate entails the greatest number of Proto-Agent properties will be lexicalized
as the subject of the predicate; the argument having the greatest number of
Proto-Patient properties will be lexicalized as the direct object.

4.2  Compatibility between Su



(14) The horse RACED past the barn. The_rider RACED the horse past the barn.
I | |

PA PA PA and P
(+ volition) + volition (+ volition) +causally affected
+ sentience + sentience + sentience
+ movement + causing change  + movement

A causative form of an unergative is not a “usual” transitive in that it
semantically departs from prototypical transitives. Intuitively, prototypical
transitives can be understood in terms of a ‘billiard ball model’, as Langacker
(1986) calls it, which involves two participants that interact in an asymmetric
and unidirectional way, whereby one of them is directly affected by some action
(possibly involving movement, contact, effect, and the like) instigated or caused
by the other participant. In Dowty’s terms, this means that the direct object has
many Proto-Patient (and a few Proto-Agent) properties, and the subject has many
Proto-Agent (and a few Proto-Patient) properties. A typical unergative verb used
transitively does not fit the semantics of a transitive prototype, because its direct
object has a thematic make up of a “good” Agent: in our example (14) the
subject the horse of the intransitive raced corresponds to the object of the
transitive raced and they share three Proto-Agent properties. At the same, the
horse is assigned one Proto-Patient property ‘causally affected’ by the transitive
raced. The awkwardness often related to the transitive use of unergative verbs
may be seen as stemming from having to reconcile these two different roles or
two different perspectives (an Agent-like and a Patient-like) on one and the same
participant in the denoted



However, fell does not assign clear Proto-Patient properties to its subject either.
A candidate might be “‘undergoes a change of state’, but here it would not mean a
permanent change, rather just a change in bodily posture, and hence ultimately
‘movement’.) Hence, the thematic make up of the subject NP in the matrix
clause does not match the thematic constraint of the reduced relative clause which
requires that its PRO subject be a “very good” Patient.

(15) Thehorse; [<PROj> RACEDpastthebarn ] fell.
| |

PA




(17) a. The butter MELTED in the pan.
The cook MELTED the butter in the pan.

=

(18) a. The butter MELTED in the pan was fresh.
b. #The butter MELTED on the stove dripped onto the kitchen floor.

As is predicted by the hypothesis in (13), (18a) is judged easier to process than
(18b). (18b) contains the matrix verb dripped that entails that the referent of its
subject argument moves relative to the position of another participant, and hence
can be viewed as entailing one Proto-Agent property in its subject argument.
This, however, is inconsistent with the requirement stated in our hypothesis (13)
that the subject NP in the matrix clause matches in its Proto-Patient properties
the thematic make up of the PRO-subject of the reduced relative clause. (18a)
contains the stative predicate be fresh in the matrix clause, which entails no
Proto-Agent properties in its subject argument, and hence (18a) is more
acceptable than (18b).

4.3 An60.414Sl n60.414Gl



non-modular. It is characterized declaratively by specifying types of well-formed
linguistic expressions (e.g., words, phrases, part of speech classes, argument
structure classes, and traditional morphological classes, for example) and
constraints on those types. All properties of linguistic expressions are
represented as feature structures.  Language-particular rules and universal
principles are characterized as systems of constraints on feature structures. The
main explanatory mechanism is unification in the narrow sense of structure
sharing of token-identical feature structures (cf. Pollard and Sag, 1994).

Since lexical entries constitute the key ingredient for interpreting the main
aspects of the sentence’s structure and meaning, and facilitate integration of
diverse types of knowledge, let us introduce their main features using a
simplified lexical entry for the transitive active raced in (19):

(19) [PHON raced
SYN HEAD verb
_CAT <[1]NP, [2]NP>

SEM <e [, [2]j >
CONTENT soa
PRED
racer i
racee j :I

(19) contains phonological, syntactic, semantic and pragmatic information,
encoded as values of the feature attributes PHON, SYN, SEM and CONTEXT,
respectively. The value of SYN encodes syntactic information required for
constructing syntactic projections headed by raced. The linking between the
syntactic (SYN) and semantic (SEM) structure in the lexicon is mediated via co-
indexation of syntactic arguments and thematic argument slots, and motivated by
Dowty’s Argument Selection Principle (here given in (12)). Each argument slot
in the thematic structure of a verb corresponds to a cluster of Proto-Agent and/or
Proto-Patient properties (cf. Dowty, 1991). Thematic argument slots in turn are
co-indexed with

CONTEXT |







types cannot be unified: for example, active verbs cannot be projected into a
passive clause. One advantage of this system is that it allows us to capture the
observation that different types of information that characterize the use of a given
word are dependent on each other so that accessing one type of information
during sentence processing results in accessing others compatible with it. For
example, if the sequence The horse raced ... is understood as the main clause, the
information associated with the verb raced will be a complex



Table 3 about here

The data are presented in Table 3. The numbers in brackets indicate the mean
ratings for verbs with low Proto-Agent entailments in their subject argument,
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Footnotes

1. “+’ Department of Linguistics, ‘*’ Department of Brain and Cognitive
Sciences.

2. The unaccusative/unergative distinction (e.g., melt vs. race) was introduced
by Perlmutter (1978), and also noticed by (Hall, 1965).

3. According to semantic characterizations given by Van Valin (1990) and
Dowty (1991), for example, unergative verbs tend to entail agentivity in their
single argument and to be aspectually atelic. Unaccusative verbs take a patient-
like argument and are mostly telic.

4. It might be objected that our examples in (3) are easy to process, because
they involve complex unaccusative predicates, rather than unergative verbs.
However, for English at least, there seem to be no convincing grammatical tests
for the unaccusative status of the combination ‘unergative verb + directional
PP’. (See Levin and Rappapport-Hovav, 1995:188 and elsewhere, for a
discussion of possible candidate tests, such as the occurrence of unaccusatives in
the causative alternation.)

5. One of Dowty’s Proto-Agent properties was not included: namely,
‘referent exists independent of action of verb’. It does not matter for our
analysis, given that the constructions under consideration have the same value
for this feature.
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What follows are Figures and Tables in the following order:

Figure 1: The Integration and Competition model used in the current simulations

Figure 2: A simplified outline of a constraint-based model

Table 1:  Judged difficulty of reduced relatives (could not be reproduced here)

Table 2: Biases used in the model for each of the four constraints that applied
at the -ed verb form.

Table 3: Rated difficulty for reduced relatives
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Figure 2: A simplified outline of a constraint-based model

VFORMS raced raced raced
pastactive  passive participle past active participle

LEXICON Vi Wt

RACED1 RACED2 . RACED3 RACED4 RACEDS

*

PHRASAL  active intrans active trans passive reduced relative
TEMPLATES NP Vagtive NP Vgctive NP NP Viasspart (PP)  <PRO>Vppass. part



Hardened Tense 0.05 0.05 0.91
Thematic Fit 0.21 0.49 0.30
Transitivity 0.43 0.36 0.21
Voice 0.23 0.23 0.55
Hurried Tense 0.32 0.32 0.37
Thematic Fit 0.31 0.35 0.34
Transitivity 0.39 0.42 0.19
Voice 0.34 0.34 0.31
Marched Tense 0.45 0.45 0.09
Thematic Fit 0.22 0.43 0.35
Transitivity 0.06 0.91 0.03
Voice 0.49 0.49 0.01
Melted Tense 0.15 0.15 0.71
Jewelry Thematic Fit 0.16 0.31 0.53
Transitivity 0.34 0.49 0.17
Voice 0.28 0.28 0.44
Melted Tense 0.15 0.15 0.71
Witch Thematic Fit 0.35 0.32 0.33
Transitivity 0.34 0.49 0.17
Voice 0.28 0.28 0.44
Paraded Tense 0.25 0.25 0.50
Thematic Fit 0.26 0.28 0.46
Transitivity 0.30 0.55 0.15
Voice 0.31 0.31 0.39
Raced Tense 0.50 0.50 0.01
Thematic Fit 0.10 0.45 0.45
Transitivity 0.05 0.93 0.02
Voice 0.50 0.50 0.01
Rushed Tense 0.40 0.40 0.20
Thematic Fit 0.26 0.33 0.41
Transitivity 0.14 0.80 0.07
Voice 0.44 0.44 0.12




Table 3: Rated difficulty for reduced relatives with main verbs differing in the
Proto-Agent properties assigned to their subject argument. Numbers in
parentheses represent the mean Proto-Agent rating.

passive participle derived from Proto-Agent properties
low high
unaccusative verbs 2.32 (1.37) 2.50 (2.35)

unergative verbs 2.81 (2.04) 3.31 (3.83)




