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2 Background: A Typology of Atemporal Change

• A temporal change event e involves three entities (Krifka 1998; Hay et al. 1999; Beavers 2012):

(4) a. A patient x that undergoes the change.

b. A scale s of degrees to which x possesses some property δ (e.g. temperature, height,

color), where x’s degree ofrit



• Kind readings: Kind readings are characterized by a kind-type subject of the verbal predication:



• Thus it is not unreasonable that verbs could also place constraints on the axis of measurement (i.e.

that it be temporal or spatial or something else).



• For example, in The soup cooled, different bits of the soup head from their initial temperatures to their

final temperatures along the ordered scale, perhaps going up and down a bit in temperature, until all

of it settles on its final degree, and the event is measured by this progress.

• In (19) e is mapped straightforwardly to time, the axis of measurement, via a temporal trace function

τ . Were spatial change a variant of (19), we’d need to generalize (19) to relate patients and scales to

states, with the axis of measurement derived via a spatial trace function σ.

• But otherwise the prediction is that properties derived fr



4.3 A Difference between Temporal and Spatial Change?

• Yet there are ways that spatial change may differ. Temporal fall requires the patient to be at all points

between initial location x and final location x − 500ft at some point on the time axis.

(25) The rock fell 500 feet down the mountain. (temporal)

• Conversely, spatial fall seem to admit a spatially instantaneous reading: in (26) on one side of the 40th

parallel the mountain has height x and due to a sheer cliff on the other side is x − 500ft.

(26) The mountain fell 500 feet at the 40th parallel. (spatial)

• At no point in between did the mountain hold any height n for x − 500ft < n < xft.

• Thus spatial falling can happen at a point, but temporal falling is incremental, suggesting a difference

in temporal and atemporal change. Deadjectival dimension a



• In a sense this is the same point as above: the mereological complexity of the pea exists, but we mostly

ignore it. It’s just more obvious with the plane.

#3 Still further, as Dowty (1991) notes, real world factors o



5 Diathesis alternations

• Temporal change-of-state verbs in principle participate in a wide variety of argument alternations (see

Levin 1993; see also Fillmore 1970; Dowty 1991; Ackerman and Moore 2001; Beavers 2010).



5.2 Other Alternations?

• Change-of-state verbs are known to show a wide range of other alternations, and some of the semantic

effects of those alternations are known to depend on or effect aspectual properties.

#1 A classic is the locative alternation, where two separate complements vie for objecthood; whichever
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